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In this paper, we propose and implement a new model for context recognition and identification. Our work
is motivated by the importance of ‘working in context’ for knowledge workers to stay focused and productive.

A computer application that can identify the current context in which the knowledge worker is working
can (among other things) provide the worker with contextual support, e.g. by suggesting relevant informa-
tion sources, or give an overview of how he spent his time during the day.

We present a descriptive model for the context of a knowledge worker. This model describes the contextual
elements in the work environment of the knowledge worker and how these elements relate to each other.
This model is operationalized in an algorithm, the contextual interactive activation model (CIA), which is
based on the interactive activation model by Rumelhart and McClelland. It consists of a layered connected
network through which activation flows. We have tested CIA in a context identification setting. In this case
the data that we use as input is low-level computer interaction logging data.

We found that topical information and entities were the most relevant types of information for context
identification. Overall the proposed CIA-model is more effective than traditional supervised methods in
identifying the active context from sparse input data, with less labelled training data.

1. INTRODUCTION

In our project SWELL! we aim to support knowledge workers in their daily life. One
aspect is their working life. With the increasing amount of information they have to
handle, knowledge workers can get overwhelmed easily: a phenomenon referred to
as ‘information overload’ [Bawden and Robinson 2009], and filtering irrelevant infor-
mation or ‘working in context’ is deemed beneficial [Gomez-Perez et al. 2009; Warren
2013]. Additionally, with the arrival of smart phones and “any place, any time infor-
mation” (e.g. the wish and opportunity to access information at any place at any time),
proper work-life balance is at risk.

This creates two use cases for supporting knowledge workers. In the first use case
(‘working in context’) we aim to support knowledge workers by filtering information
based on their current activities (providing contextual support). Ardissono and Bosio
[2012] have found that task-based and context-based filtering reduce the user’s current
workload. Thus, by recommending and highlighting information that is relevant to
the context, while blocking information that is out-of-context, we help the user to stay
focused on his current task.

In the second use case (‘user-context awareness’) we aim to make users aware of
their activities and work-life balance, by showing them a record of their activities. A
concrete example is by means of ‘hour tracking’. Many companies ask their employees
to define how much time they spend on each project during a week for cost definition
purposes. By providing the user with an automatic overview of his day or week, the
employee can save time on this task.

Both use cases, that are closely related to life logging [Gurrin et al. 2014], require us
to keep track of what the knowledge worker is doing during the day. That is, we aim to
identify the user’s context.

Unfortunately, context is a vague concept. Many researchers [McCarthy 1993; Ak-
man and Surav 1996; Dervin 1997; Penco 1999; Brézillon and Pomerol 2001; Dey et al.
2001; Dourish 2004] have tried to define the concept, but it seems difficult to get a
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good grip on it. There is no single answer to what the ‘context’ in ‘working in context’
is Brézillon [1999a,b] nor how it can be recognized automatically. Therefore, we anal-
yse related literature on context and context modelling in section 2.1. We are not only
interested in what context should look like for our application, but also how the user’s
activities can be mapped to meaningful contexts. That is why we present an overview
of existing approaches to recognizing context automatically in section 2.2.

We present our own definition and descriptive model of context in section 3. These
provide the starting point for a computational model of context. The main contribu-
tion of this paper is a novel approach and implementation for context recognition and
identification which is described in section 4. Compared to existing approaches, this
method aims to keep the effort to use the system as low as possible. This means that
little or no labelled data is required to initialize the method, which ensures that we do
not add to the load of the knowledge worker.

Our research questions are:

RQ1: How can we model the context of a user and what are the requirements of this
model?

RQ2: How can we implement the model for context identification in a way that re-
quires a minimal amount of labelled data for training?

RQ3: What information is required for successful context identification?

RQ4: How effective is our model in identifying the user’s context?

2. BACKGROUND AND RELATED WORK

In this section we present an overview of literature on context in personal information
management and context recognition and identification approaches.

2.1. Context in Personal Information Management

Context is a concept that is often used, but rarely defined. Since this is a possible source
for miscommunication, we provide some background on context and how we interpret
context in the remainder of this paper. We describe literature from the field of per-
sonal information management (a sub field of Information Retrieval and Information
Science), as this area is most relevant for the support of knowledge workers.

In the research area of personal information management, Gomez-Perez et al. [2009]
define context as “a set of information objects that are frequently accessed concurrently
or within a very short time-span”. Additionally, information objects that are similar in
terms of content may belong to the same context as well. They stress that for “working
in context” to be helpful, relations between information sources in the same context
need to be meaningful to the knowledge worker and therefore they leave the actual
definition of context (e.g. which groupings of objects are relevant) to the user. Sauer-
mann [2009] adopt this view in their semantic desktop approach to personal informa-
tion management. Their model is a personal information model (PIMO) built by the
users themselves that is used across applications and domains.

In contrast, several researchers have adopted a view on context that is not depen-
dent on the personal interpretation of the user [Ermolayev et al. 2010; Whiting and
Jose 2011; Devaurs et al. 2012]: The ontological context model for knowledge workers
by Ermolayev et al. [2010] is based on a pragmatic selection of things that are related
to the entity on which the context is about. These include processes (for example devel-
opment of a controller) and objects such as persons, resources, tools etc. Whiting and
Jose [2011] share this view. They attempt to provide contextualized recommendations
of previously accessed information sources and summarize the contextual elements
they use for that purpose. These are fixed and measured independent from the user’s
beliefs.
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Devaurs et al. [2012] also seem to agree with this view. They present an ontologi-
cal model for context, but do not take into account the user. Ingwersen and Jérvelin
[2005] describe their nested model of context stratification (p281) in which they cen-
tralize context around a core and see multiple dimensions of context around this core.
In a sense these dimensions are all nested containers. Additionally, the core can be
either an object or a person, suggesting the possibility for both a subjective and an ob-
jective view on context. Finally, Schmidt et al. [2011] distinguish the internal (human
intention) from the external context (not related to human intention) and the unper-
ceived elements. They use explicit task models to assess the intention of a user. The
models can be created by the user, or generated automatically.

In our approach, we will centre context around a user, allowing a subjective interpre-
tation of what this context should entail. We will sense context in an objective setting,
independent of the user. However, we will take the user’s actions into account in deter-
mining the importance of the sensed elements, to maintain a subjective focus. In order
to do so we will define some contextual elements of which we think are relevant for the
application, similar to previous approaches. Since we determine the active contextual
elements based on sensed events, the context detection becomes highly dynamic.

2.2. Context Recognition and Identification

In the previous section we summarized some literature on the concept of context from
the field of Personal Information Management. Now we review the literature into the
process of automatic context recognition as it is an important element in context-aware
personal information management systems. In the presented literature, context recog-
nition is essentially the mapping of one or multiple events (such as the user’s active
windows and typed keys) to a label that can be interpreted by the user as a meaning-
ful activity. We actually see this as context identification rather than recognition. From
the literature on context we have learned that context usually entails a collection of
many elements, thus context recognition should be the recognition of these elements,
and not the process of summarizing these elements in a communicable label. In the
remainder of this paper we will use context identification when we refer to the repre-
sentation of context by a single label, while we will use context recognition when we
describe context by all its elements.

In any case, the context identification methods presented in literature vary in the
interpretation of what type of identification is interesting. The different types of con-
text identification methods we look at are: topic-based (section 2.2.1), process-based
(section 2.2.2) and memory-based (section 2.2.3). We present our own approach in sec-
tion 4.

2.2.1. Topic-based context identification. The methods for topic-based context identifica-
tion focus on generalizing events to topics. For example by identifying some computer
activities as related to “trip to Rome” vs. “trip to Paris”.

There are several approaches. A first group of studies essentially sees context iden-
tification as a categorization problem. These approaches are similar to document cate-
gorization as they typically monitor the terms in the documents, document sequence,
or window title and map them to one of the context categories. The classification algo-
rithm varies from network-based (WordSieve by Bauer and Leake [2001]), graph-based
(SeeTrieve by Gyllstrom and Soules [2008]), Bayesian classifiers (IRIS by Cheyer et al.
[2005] and TaskTracer by Stumpf et al. [2005]) to SVM (Task Predictor by Shen et al.
[2006]).

Secondly, there are approaches based on clustering where the process is mainly
about finding clusters of related documents or windows and evaluating these on la-
belled data. In the Swish-system by Oliver et al. [2006] windows are clustered using
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latent semantic indexing, in ACTIVE (Warren et al. [2010]; Stajner et al. [2010]) the
authors use a weighted sum of cosine similarity for term overlap, social-network over-
lap and temporal proximity of documents and document access. In ACTIVE the docu-
ment or information object is central; context identification is simplified to recording
the cluster-tag that is given to the active information object at cluster-time.

In a third approach by Maus et al. [2011], context identification is primarily a man-
ual process, done in their system Contask, which is integrated in the ‘Nepomuk Se-
mantic Desktop’ (Groza et al. [2007]). Users define tasks and can associate information
objects with these tasks. The users themselves are responsible for maintaining the ap-
propriate active context thread, however Contask does provide a service where context
switches are automatically detected with the purpose to propose the user to initiate a
context switch.

The reported accuracies and precision-recall values are difficult to compare as each
author evaluated his algorithm on small and private datasets. There is no publicly
available dataset to compare results because of privacy concerns related to the data.

In these works, the main source of information is document content. In our work we
propose to use keystrokes, mouse clicks and window information as well as the content
of documents and other information objects as input variables for context recognition
and identification.

2.2.2. Process-based context identification. In this section we describe literature on
process-based context identification methods. These focus on identifying a context by
generalizing the process that is involved in the example. For example by identifying
some activities as “planning a trip” vs. “claim expenses”. Compared to the topic-based
approaches the classes vary in the process that is involved, rather than the subject of
the activity as was the case in “trip to Rome” vs. “trip to Paris”, which would both be
classified as “planning a trip” in the process-based approach.

For this type of context identification the approaches are similar to the topic-based
approaches ( 2.2.1). Granitzer et al. [2009] use a traditional classification approach in
which they compare the performance of Naive Bayes, linear Support Vector Machines
(SVM) and k-Nearest Neighbour classifiers (k-NN). Naive Bayes performed best for es-
timating the five tasks that the authors had defined, while k-NN with & = 1 performed
best in estimating labels defined by the participants themselves.

Devaurs et al. [2012]; Rath et al. [2010] also compare Naive Bayes and k-NN clas-
sifiers as well as J48 decision trees and linear SVM. In addition to features from the
information objects in the data, keyboard strokes, mouse events and other interaction
features are used in the classifier. These features are managed in their ontology-based
user interaction context model, UICO. The best classification results were obtained
with J48 decision tree and Naive Bayes classifiers.

A clustering method is described by Brdiczka [2010]. Their task reconstruction sys-
tem uses a spectral clustering algorithm to find task clusters based on the temporal
switch history.

Furthermore, Armentano and Amandi [2012] used Variable Order Markov models
with an exponential moving average to predict the user’s goals from unix commands.

Koldijk et al. [2012] use a key logger to monitor a knowledge worker’s activity with
the purpose to track which tasks the user is performing. They investigate in a user
study which task labels the knowledge workers intuitively use. These tasks include:
read or write e-mail, write report, program, analyse data and search for information.
Additionally, they investigated whether these tasks can be recognized automatically
from the low level log events (such as mouse or key activity or the active application)
using automated classifiers (SVM, Naive Bayes,etc.). They found that with relatively
little data, i.e. a few hours, reasonable classification accuracy of 60-70% , depending
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on the user, could be obtained. However, there were many individual differences and
there was no single classifier type that performed consistently over users.

In the SWELL project we use the work by Koldijk et al. [2012] to provide feedback
to the user on the activity level, but for our identification of context we are more inter-
ested in a topic-based identification. The combination of feedback on activity level and
on context/topic-level gives the best insight on how the user has spent his day, which
is our goal in the ‘user-context awareness’ use case.

2.2.3. Memory-based context recognition. Some authors interpret context recognition
merely as a memory process, and only use temporal information to recognize contexts.
They do not identify a context as label, but as a combination of tasks that were active
at the same time: they memorize which windows were previously open together with
the current window.

An example is the study by Abela et al. [2010], they propose a task-based user model
that acts as a knowledge workers’ mental model of a task, consisting of all computer
resources related to that task. These should be used to resume a task-state after it has
been suspended. The authors indicate the problem that different documents opened
in the same application may belong to different tasks, complicating the method to be
used for making a task snapshot.

Additionally, Omata et al. [2010] propose a project-restarting system where files as-
sociated with a main file are automatically reopened. Associations between windows
containing files and the importance of the window are automatically predicted. Fea-
tures they use are window depth, visible representation ratio, and screen occupancy
ratio.

Kersten and Murphy [2012] describe a task-focused desktop in which they present
users with lists of documents associated with the tasks. The list is trimmed based on
the frequency and recency with which a user interacts with the associated documents
to determine whether it is still interesting for that task. They describe a longitudi-
nal case study in which some university colleagues work with their system. The users
manually start and stop tasks, during an active task all accessed documents are au-
tomatically associated with the task. The authors find that their users tend to revisit
tasks mostly the same day, suggesting that there is no need for auto-trimming.

These studies suggest that the memory-based approach is useful when we aim to
support the user’s work flow, but it is not usable to present the user with an overview of
his day (use case ‘user-context awareness’). Therefore, we focus on topic-based context
identification instead.

3. THE KNOWLEDGE WORKER’S CONTEXT

In the previous section we have summarized how context can be interpreted in a per-
sonal information management system and what type of context identification ap-
proaches can be distinguished. As our application goal is to make a user aware of
how he spends his day, it is important that we identify context in a manner that is
meaningful to the knowledge worker. A topic-based identification of context will be
most suitable for that goal. In order to develop a method for topic-based context iden-
tification, it is necessary to model the meaningful aspects in the knowledge worker’s
context. In this section we will present a descriptive model of the knowledge worker’s
context. We simplify the knowledge worker’s environment to a collection of resources
with which a knowledge worker interacts in order to accomplish his work tasks. We
do not aim to provide a holistic and complete model of the worker’s context, but aim
to provide a bigger picture on elements that can influence the work of a knowledge
worker. This includes some elements that need further exploration and are not yet
used in the computational model for context recognition and observation in Section 4
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Fig. 1. Descriptive model of context for a knowledge worker. Arrows depict that one element influences the
other.

(e.g. attention, emotion). However, these additional elements do provide part of the
motivation for the flexible approach taken in Section 4 and can be seen as possible
future extensions as described in 4.2.

When we consider the context of a knowledge worker, the user (the knowledge
worker) is the central point of reasoning and we are interested in those elements
that influence the user. However, it is still unclear which elements are important and
how they interact with each other. In Figure 1 we present our view on the knowledge
worker and his context in a descriptive model. We consider a knowledge work envi-
ronment. Typical to this environment is that it includes a knowledge worker, who is
a person whose main job is to produce and distribute knowledge, and one or more re-
sources. Examples of resources are: another person, a device such as a computer, a
(printed) paper, but also the lighting in the location where the knowledge worker is.
The knowledge worker interacts with these resources to achieve his or her goals. Goals
are achieved by formulating strategies, which consists of one or more tasks. We assume
that a knowledge worker is a person who is characterized by:

(i) a task that the knowledge worker wants to execute,

(i) a cognitive state: consisting of (1) general knowledge that the knowledge worker
has obtained by education or in previous experiences and (2) assumptions about
the knowledge work environment in general and the resources in it in particular,

(iii)) an emotional state: the emotions and energy a knowledge worker has, and

(iv) a limited amount of available attention or focus at each moment in time in order

to acquire knowledge.

We assume that a resource is characterized by:

(i) a purpose for which it was created,
(i1) a knowledge state: consisting of (1) knowledge that can be transferred and (2) in
the case of personalized systems, assumptions about the knowledge worker,
(iii) presentation (in what condition is the resource), and
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(iv) a required amount of attention or focus at each moment in order to transfer
knowledge.

The knowledge worker K can choose to interact with some resource R. This inter-
action can change the state of the knowledge worker as well as the resource. It is
rationally guided by the task K wants to execute, and constrained by the purpose of
the resource. Furthermore, the emotions of K can influence the interaction. This is
especially the case when the resource is another person.

Typically, the reason for the interaction is to transfer knowledge or information from
the resource to the knowledge worker. However, the interaction is influenced by the
amount of attention that the knowledge worker has available. Some contextual ele-
ments will not be perceived consciously, because K is not focusing on it. Also a resource
R can have a conscious or unconscious effect on the knowledge worker, even when he
or she does not explicitly interact with R, for example a flickering light that distracts
the knowledge worker. Overall, the conscious and unconscious effects of resources, and
the attention that K has available determines which knowledge and information is
actually transferred.

We assume that a knowledge worker engages in interaction with the resource that
most likely has the best positive influence on the current task. In the automatic recog-
nition and identification of context, we focus on the observable information that is
transferred from a resource to a knowledge worker when they interact. This means
that we do not take into account emotions and attention in the remainder of this pa-
per.

4. CONTEXT RECOGNITION AND IDENTIFICATION USING AN INTERACTIVE ACTIVATION
APPROACH

The descriptive model in Figure 1 described the elements that play a role in the context
of a knowledge worker. In practice, the way the contextual elements influence each
other is complex. To evaluate the model in a more straightforward task, we identify
what a user is working on. The method that we present, however, is designed to be
able to also take into account more complex tasks in the knowledge worker context,
and a more diverse range of contextual elements than which we evaluate in this paper.

For now, we describe a method to recognize and identify context. That is, we extract
meaningful contextual information from the interactions with the computer (context
recognition), and we attach a tag to it that the knowledge worker can interpret as one
of the tasks he is working on (context identification). In the evaluation presented in
Section 5 this task tag is the project name where the current activities belong to. We
continue with a description of the contextual information that we use, after which we
describe the novel context recognition and identification method.

4.1. Contextual Interactive Activation model (CIA)

In previous work (see Section 2.2), the information that has been used to recognize
context can be categorized in the following dimensions: time, terms or topics, social in-
formation and location. In Figure 2 we visualize the literature that has been described
in Section 2.2 in terms of the types of information that they have used. In contrast
to previous literature, the SWELL project aims to integrate all four dimensions of
contextual information. Especially when working with multiple sources of data it is
important to realize that different types of information sources have different charac-
teristics that need to be dealt with appropriately. For example, in e-mail the sender
and receiver are very important for categorizing the message, while for documents the
content is more important [Sappelli et al. 2012, 2014a]. Considering that both email
and documents are important parts of a knowledge worker’s activities, it is important
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(e.g. names, brands, cities etc.), or time (a temporal relation, e.g. accessed the same day)
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to be able to use both topics as well as entities such as person names as inputs for
context recognition.

The difficulty in context identification is how to combine the various dimensions
in an effective manner. In the method that we describe we have chosen a cognitively
plausible approach that associates contextual elements to each other without the need
to explicitly define the relations between them. The human brain is constantly making
associations between observations [Anderson and Bower 1973], and the intuition is
that modelling these associations is the key to understanding how an individual would
interpret his context. For example:

The project ‘SWELL could be described by the terms ‘stress’, and ‘knowl-
edge worker’ and the time period ‘2012’. If at some point in time the term
‘burnout’ is observed, we will most likely ascribe the logged activity to the
project ‘SWELL. Although there is no direct association between ‘SWELL
and ‘burnout’, we can find an indirect association between ‘stress’ and
‘burnout’, leading us to a correct classification of the observed activities into
the project ‘SWELL

Another motivation is that these associations could give insight in the behaviour of
knowledge workers in terms of context switches. For example:

A person is reading about ‘Turing’ in relation to the turing test. But, through
recent associations with the movie ‘The imitation game’, the knowledge
worker is distracted, switches his context and reads up on the latest news
about ‘Benedict Cumberbatch’.
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Fig. 3. The Contextual IA model (CIA) consisting of an input layer that activates the network (for example
event blocks from a key logger), a context information layer (the information types from from Figure 2), a
document layer, and a context identification layer as target output layer.

The intuition of the importance of associations has inspired us to adapt a well-known
cognitive model for word recognition; the interactive activation and competition model
(IA model) by McClelland and Rumelhart [1981]. The IA model is a feed forward model
that assumes that letter features stimulate relevant letters, letters stimulate relevant
words and finally words stimulate relevant letters again. Within each level there is
competition; each feature inhibits other features, each letter inhibits the other letters
etc. A rest activation and decay function complete the model. The model has been
successfully applied as a cognitive model for bilingualism [Dijkstra et al. 1998] as well.

4.1.1. Construction of the initial network. We have adapted the IA model to use it for con-
text recognition and identification (see Figure 3). Hereafter it will be referred to as the
Contextual Interactive Activiation-model (CIA). It is constructed as follows: First, we
define three layers in the model:

— the document layer: this layer contains all information objects that a user writes or
reads and includes web-documents and emails. These can be complete documents,
but could also represent paragraphs, especially when a document is very long.

— the context information layer: this layer contains the context information, divided
into the four categories of context information types (terms or topics, entities, (vir-
tual) locations and date/time elements) in Figure 2. In the model (Figure 1) this
is the cognitive state: the knowledge of the user. This information can be obtained
using automatic methods such as a named entity recognizer or a topic modeling
method.

— the event layer: this layer is the input for the network. Here, recorded events from
a key-logger, collected in event-blocks, enter and activate the network. In the model
(Figure 1) this is the transferable knowledge of the resource. In the case of computer
activity one possible instantiation of an event-block can be a collection of events (key
activity, mouse activity, window title, URL) that was recorded between opening a tab
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Table |. Connection strengths between the various node types. These are the weights on the activation
flow from one node to another. They are based on the well-known Information Retrieval concept tf-idf term
weighting. Other choices for connection strengths and interpretations are possible.

From

To

Value or function

Interpretation and Motivation

Event-block

Date/Time

1.0

An event has one unique starting time stamp,
which can be decomposed in several date/time
elements such as day of the week.

Entity

Fentityy Cevent
#entities

Strength of activation of an entity should be
dependent on how strong the entity is present
in the event, proportional to the number of en-
tities. This can be determined using an entity
extractor

Location

1.0

An event has at most 1 location

Topic

topicy €Eevent
topici..n

Strength of activation of a topic should be de-
pendent on how strong the topic is present in
the event, proportional to the number of topics.
This can be determined using topic modeling
such as LDA or term extraction

Date/Time

Document

T
#outlinks

Multiple documents can be accessed on the
same date, or in the same hour.

Entity

Document

T
#outlinks

IDF type measure; entities that occur in many
documents should be less influential

Location

Document

1
#outlinks

Multiple documents can be stored at the same
location, for example a file folder or a webdo-
main. Location that contain many documents
should be less influential.

Topic

Document

1
#outlinks

IDF type measure; topics that occur in many
documents should be less influential

Document

Date/Time

1.0

Date/Time that a document is first observed in
an event. A copy of a document is considered a
different instantiation, and is represented by
a separate node.

Entity

F#entity, Edocument

#entities

Strength of activation of an entity should be
dependent on how strong the entity is present
in the document, proportional to the number
of entities. This can be determined using an
entity extractor

Location

1.0

A document only has one location.

Topic

topicg Edocument
topicy. . n

Strength of activation of a topic should be de-
pendent on how strong the topic is present
in the document, proportional to the number
of topics. This can be determined using topic
modeling such as LDA or term extraction

Document

Document

T
#outlinks

Each document has a connection to the doc-
ument that is accessed after it. If there is a
strong temporal relation between documents,
there will be fewer unique documents to which
it is linked, and the related document will re-
ceive a strong activation.

or window of an application and switching to another tab or application or closing
it. Only user-initiated events can open or close an event block, not system initiated
events such as pop-ups. Event blocks can vary in their duration, for example editing
a document, switching to the browser and returning to the document would result
in 3 very short blocks. On the other hand, writing some text using resources other
than a computer could result in an event block that spans multiple hours.
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Each of these layers contains nodes, and each node contains connections to nodes
in another layer. Each node is a nominal version of the variable. Time nodes include
nodes for each year, for each month in the year (January—December), for each day in
the week (Monday—Sunday), for each day in the month (1-31), for each hour in the
day (0-24) and for each quarter in the hour (0,15,30,45). Each of the locations, entities,
topics or terms has a single node. Since entity recognition and topic recognition can
be probabilistic in nature depending on the method of choice, probabilistic properties
can be enforced using the connections. For example, the probability that a topic is
observed in an event determines the connection weight between that event and the
topic. Similarly the probability that a topic is observed in a document determines the
weight of the connection from the document to the topic. These probabilities can for
example be approximated using bayesian inference.

[~ Step 2a: Run network off-line
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Fig. 4. Work flow of building and running the CIA model

An initial network is built top-down (step 1 in Figure 4). The documents on the com-
puter of the user are collected and for each of them a node is created on the document
layer. For each document the location attribute is recorded, and the topics and entities
are extracted using topic and entity recognizers. These context information elements
are represented by nodes on the context-level. Bi-directional connections are made be-
tween each of the extracted context nodes and the corresponding document node. The
strength of the connections of document to context differs from the strength of con-
text to documents. An overview of the connection weights and the motivation for the
various weights is given in Table I. Presently we only use excitatory connections (stim-
ulation connections) in our network and no inhibitory connections in order to limit
the complexity of the model. Another reason is that in contrast to word recognition,
multiple contexts can be validly active at the same time, so there is no need for compe-
tition between the contexts. There are no within-level connections at the context level.
This is partly to keep the model simple and efficient, and partly because these connec-
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tions are already there indirectly through the document level.There are within-level
connections on the document level, which will be clarified later on.

4.1.2. Running the network. Essentially we have an initial model now that describes
the associations an individual may have made based on information that is already on
their computer. In this paper we focus on context identification to provide the user with
an overview of his day (‘user context awareness’), a task which is executed only once a
day (step 2a in Figure 4). For this purpose we can enhance the model bottom-up with
each event block (coming from a key logger) that is observed. Incoming event blocks
are temporarily added to the event layer. From these event blocks context information
is extracted to create context nodes and connections, similar as in the documents, but
now based on the event information. There is always a date/time-stamp for the event.
If there is sufficient content information, originating from window titles, typed keys
and caption information, entities or topics can also be identified. If there is a refer-
ence to a document in the event block, this document is added to the document layer.
Connections are made from the date and time elements of the event block to the doc-
ument. Since temporal proximity has been used successfully as a feature for context

recognition [Warren et al. 2010; Stajner et al. 2010], connections are made from the
document in the current event block to the document in the previous event block. This
is a within-level connection between two documents based on their temporal proxim-
ity. A risk with these connections is that the relation is not valid, as is the case when a
user switches contexts. In our implementation, we have a weight based on the number
of unique connections. If there is a strong temporal relation between two documents,
both documents will have fewer connections with other documents than documents
that do not have such a strong temporal connection. This means that the weight for
valid connections will be higher than for the invalid connections. Another option could
be to make the weights dependent on frequency of occurrence.

In contrast to adding the events to the event layer in the building process, we could
also complete the network simultaneously while running it to provide real-time sup-
port (step 2b in Figure 4). This is necessary for the ‘working in context’ scenario where
the user is supported during his work with context-aware functionality such as notifi-
cation filtering or finding relevant documents.

Running the network entails that the event nodes (input nodes) are activated and
that the activation is spread through the network using an activation function. The
activation procedure has 3 steps:

— First the event block is activated in the event layer. The activation of the node is
set to the maximum.

— Then the connected context nodes are activated using Grossberg’s activation func-
tion, which runs for several iterations. The difference in activation from one itera-
tion to the next is defined as follows:

da = (max — a)e — (a — min)i — decay(a — rest) 1)

where a is the current activation of a node, e is the excitatory input of the node, i
is the inhibitory input and min, max, rest and decay are general parameters in the
model. The input consists of sum(w;j * a;), where w;j is connection weight between
node ¢ and node j and a; is the activation of node i. If (w;j * a;) >= 0 it is used
as excitatory input, and (w;j * a;) < 0 for inhibitory input). The excitatory moves
the activation towards the maximum, while the inhibitory input moves it towards
the minimum. The decay parameter causes the activation to return to its resting
level when there is no evidence for the node and allows for cross-over of network
activation from one event-block to the next.
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— In the next iteration of the activation function these context nodes stimulate their
connected nodes and this continues for several iterations such that all levels in the
network get properly activated.

4.1.3. Learning associations between context and tag. The steps up to now allow us to ac-
tivate the network, making it possible to recognize the active context in terms of an
activation pattern over context information elements. We cannot, however, identify
context yet. For that purpose we need some additional nodes; context identification
nodes. These nodes represent the context identification tags described earlier. An ex-
ample of suitable labels are project names, which we evaluate in Section 5.2.

In order to identify the active context, the model first needs to learn what the con-
textual elements are that are associated with a certain context identifier. These asso-
ciations reveal which connections to make between context nodes and context identi-
fication nodes. The identification nodes have no outgoing connections. The activation
level of an identification node signals which context was most likely active during the
event block.

There are three possible approaches to determine which connections between con-
text nodes and identification nodes need to be made and how strong they should be
related. The first is a manual process where the user would be asked to describe each
context identification tag with a couple of keywords or entities that are related to it.
These terms are then the first context nodes in the network. A downside to this ap-
proach is that it is possible that the data, whether it be event blocks or documents,
might not contain the exact descriptions of the user. The connected nodes might be
very sparse. Additionally it is difficult to properly weigh the connections.

The second approach is a supervised one, where the network would be presented
with a subset of event blocks that are labelled with their context identification tags.
Connections can be made between the elements in the events (topic, time, location and
entity) and the context identification tag with which the event block is labelled. This
will result in more connections than in the manual approach, but the downside is that
the event blocks from the key logger need to be labelled first.

The final approach is an alternative method and is related to question 2: “How can
we implement the model for context identification in a way that requires as little la-
belled data as possible?”. In this approach transfer learning is used. One method of
transfer learning is a method where labelled items from a source domain are used
to train a classifier in a (different) target domain [Arnold et al. 2007; Bahadori et al.
2011]. In the knowledge worker case the system makes use of documents on the user’s
file system as source domain, to be able to classify event blocks; the target domain. For
that purpose, each project folder name on a user’s computer can be used as a context
identification tag. The documents in that folder can serve as the training data for the
connections that need to be created between the contextual elements and the context
identification tags. Thus, contextual elements are extracted from the documents in
the project folder and connections are made accordingly. With this method, no labelled
data, other than a couple of organized documents, is needed and the connections can
be weighted according to their strength of occurrence in the documents. Using these
knowledge worker’s native structures in order to reduce modeling effort has been ap-
plied successfully by [Maus et al. 2005] as well. However, we take the approach one
step further where we use it as a type of transfer learning where document categoriza-
tion is used as a source for initializing a network for the purpose of the categorization
of events into contexts [Arnold et al. 2007; Bahadori et al. 2011]. In essence the ap-
proach is of the type feature-representation transfer [Pan and Yang 2010]. The context
layer in the network can be seen as a feature representation that represents both the
source domain (documents) and the target domain (events) and reduces the difference
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between the two. We have applied and evaluated this method successfully in the do-
main of e-mail categorization [Sappelli et al. 2014a]. In the remainder of this paper we
focus on using the network in a transfer learning setting.

For clarity we want to add that the learning aspect in our network, albeit unsu-
pervised, supervised or by transfer learning, only entails learning which connections
should be made between context level and context identification level, and not which
weights are optimal.

4.2. Relation of CIA to the descriptive model

In Section 3 we provided a descriptive model for the context of a knowledge worker. In
this section we will elaborate on the relation between the descriptive model and the
computation model (CIA).

In our current implementation, CIA only uses the observable information in the in-
teraction of a knowledge worker with a resource. This observed information is limited
by interactional elements (events) and part of the transferable knowledge of the knowl-
edge state of the resource (e.g. documents). In the long run, the network can be seen
as an approximation of the knowledge in the cognitive state of the knowledge worker.
This allows for reasoning about which information is new, and which is known, an
important requirement for supporting a knowledge worker more optimally.

The reason for taking a network based activity approach for context identification
and detection is that it allows for incorporation of the other elements from the descrip-
tive model. For example, if a knowledge worker is low in energy or if the presentation
of the resource is noisy, overall activity in the network could be suppressed. Further-
more, emotion nodes could be added to the network in order to represent feelings about
certain topics or entities. If an emotion is observed during an event, the topics and en-
tities associated with that emotion are more likely to be active, so the emotion can
serve as a bias towards those topics and entities. Finally, attention can be taken into
account by biasing or enhancing the pieces of information that are in focus. For all
these enhancements, more research is required in order to understand how the ele-
ment (emotion, energy, attention) should influence the activity in the network, and
how we can observe it.

5. IMPLEMENTATION AND EVALUATION

In this section we will evaluate how well we can identify the context of the user using
the proposed model. For the proposed ‘user-context awareness’ use case in Section 1
(giving feedback on how the user spent his time) it would suffice to evaluate classi-
fication power on hourly time frames. However, for the ‘working in context’ use case,
where information needs to be filtered directly, context identification on small time
frames may be needed, even though in that case the information in the context layer
may also be used directly rather than to make an identification step first. Since the
focus of this paper is on context identification and it is easier to go from small time
frames to larger time frames, we evaluate the output of the network on a per event-
block basis [Sappelli et al. 2014b], where the average duration of an event block is in
the range of seconds.

5.1. Data

For the evaluation we use a dataset of event-blocks originating from human-computer
interaction data representative for a knowledge worker’s activities? which is labelled
according to the activity that was carried out during the event block (Koldijk et al.

2Note that although the dataset was collected in an artificial work setting, it has several unique properties
that make it representative for knowledge worker tasks: multiple tasks (creating presentations, writing
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[2014]; Sappelli et al. [2014b]). This dataset is publicly available? The blocks were
collected during a controlled lab-experiment where 25 students were writing reports
and preparing presentations on 6 subjects (e.g. a road trip in the USA, Napoleon) while
they were being monitored by various sensors. During the experiment two additional
subjects were introduced, resulting in a total of 8 context identification tags, that we
aim to recognize. In a real office settings these tasks would be the various projects
that a user is working on. We only use the sensor-data from the installed key logger
(uLog v3.2.5) and the file history (coming from IEhistory). The individual events from
the key-logger and file history are aggregated in event blocks. Keylogging events that
occur within the same application and window title are considered to belong to the
same event block. The duration of the block varies from 1 second to 8 minutes. The
e-mail messages in the inbox of the participants are not used as documents in this
experiment. Typed e-mail messages, however, can be reconstructed from the typing
events, and are part of the data that was used for the experiment.

Labelling. The data was labelled using Amazon Mechanical Turk. The annotators
were presented with a mimicked version of the original desktop view of the event.
Additionally a field with the typed keys was presented. The annotators were asked to
choose one of 8 tags, corresponding to the subjects, and an additional ‘unidentifiable’
tag. They were also asked how certain they were of their answer on a 5 point scale,
with 5 being completely certain and 1 being not certain at all.

The dataset consists of 9416 labelled event blocks, with an average of 377 event
blocks per participant. The distribution of the labels, excluding unidentifiable labels,
is quite skewed as can be seen in Figure 5. The labels 'Einstein’ and 'Information
Overload’ have less event blocks, since these were not main tasks. The labels 'Perth’
and 'Roadtrip’ occur relatively often, most likely because these tasks required more
searching and planning, and with that a higher variety in sources.

5.2. Implementation Details

For the extraction of topics from the documents and event blocks we use a latent dirich-
let allocation model (LDA model), which is often used for topic extraction. In this set-
ting we have used the MALLET implementation of LDA (McCallum [2002]) and 50 top-
ics are extracted. The initial LDA model is trained for 1500 cycles on a set of manually
selected Wikipedia pages (e.g. the Wikipedia page ‘Napoleon’ for the topic Napoleon),
one for each of the tasks from the experiment. In a real office setting, these documents
could be project description documents. Document inference (i.e. determining the topic
for a new unseen document) is also based on sampling for 1500 cycles. The input for
inference on an event consists of text from window titles, typed keys and captions.

For the entity extraction, the Stanford entity extractor trained on English is used.
This trained model provides good results for the entity classes Person, Organization
and Location, which are the ones we use in the network (Finkel et al. [2005]). Again
inference is done on either document content or event content (text from window titles,
typed keys and captions)

The date and time nodes on the context layer in the network consist of separate
nodes for day of the week, day of the month, month, year, hour and minutes rounded
to 00, 15, 30 and 45. The location nodes in the network are the file folder in the case of
files on the computer and the domain name in case of web-documents.

reports, answering e-mail, searching for information and images), on multiple topics. The dataset, however,
does not fully cover the potential real life setting for a knowledge worker
Shttp:/dx.doi.org/10.17026/dans-x55-69zp

copyright ACM, 2016.
This is the author’s version of the work. It is posted here by permission of ACM for your personal use.
Not for redistribution. The definitive version was published in ACM Transactions on Interactive Intelligent
Systems, VOL 6, ISS 3, sept 2016 http://dx.doi.org/10.1145/2873067


http://dx.doi.org/10.17026/dans-x55-69zp

2%

0 Einstein

@ Healthy Living

m Information Overload

Napoleon
Perth

23%

17%

B Privacy
J Roadtrip
8 Stress

26%

Fig. 5. The distribution of the identifiable labels in the data.

Normally the network would be run until the activation converges. However, this
reduces the effect of the activation of previous event blocks (see Section 5.3). Therefore,
and for efficiency we run each event block for 10 epochs (iterations). Considering that
it takes 3 iterations to activate all the levels in the network, 10 iterations ensures that
each level in the network is activated, that the recurrence in the network is activated,
and that there is still influence of previous event blocks. Moreover it keeps the running
time low. The number of activation epochs is a setting in the network that can be
managed by the user. Efficiency is important for our application scenarios (‘working
in context’ and ‘user context awareness’) as well, but in some settings we may want to
distinguish between short — little impact — event blocks and longer event blocks, which
are probably more important. In that case we could run each block for a number of
epochs corresponding to the duration of the event block times 10. This means that an
event-block with duration 1 second, is activated for 10 epochs, so that there is enough
activation in each of the levels, but an event-block with a longer duration is run for 100
epochs and thereby has much more impact on the overall activation in the network.

The identification of a context is based on the node with the highest increase in
activation for an event block, compared to the node’s resting level of activation. This
is necessary because the network does not necessarily converge within 10 epochs. By
looking at the increase in activation rather than the highest absolute value of activa-
tion, the network focuses on the evidence in the event block. This ensures that nodes
that are decaying are not preferred over nodes that have an increase in activity, even
though the absolute activity of the decaying node may be higher than that of the in-
creasing node. By using the increase relative to the node’s own resting level we prevent
that nodes which activity levels increase slightly because they are already highly ac-
tivated are unjustly ignored. The resting level of nodes may vary due to the number
and strength of incoming connections. Nodes that have many incoming connections are
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Table II. Parameter settings used during evaluation

Parameter  Definition Value
«a Strength of excitation 0.1

~y Strength of inhibition 0.1
Min Minimal value of activation  —0.2
Mazx Maximal value of activation 1.0
Rest Resting-level of activation —0.1
Decay Strength of decay 0.1

more likely to always receive a little bit of activation, preventing them from returning
to the global resting level.

These settings have been tweaked based on the data of participant 2, whose data has
also been used to optimize the parameters of the various algorithms (See Section 5.2.1).

5.2.1. Parameter Optimization. There are six parameters in the original IA model. Addi-
tionally, the LDA model we use has some additional parameters: the number of topics
and the number of iterations. We used data of one of the participants (person 2) as
development data, and used classification accuracy as our optimization measure. We
first optimized the LDA parameters using the default IA parameters, resulting in an
LDA setting with 50 topics and 1500 iterations. Then, using those LDA settings, we
optimized the IA parameters with a hill-climbing approach starting from the default
parameters. We found no set of settings that was significantly better than the default,
so our final parameter set is the same as the default parameters from IA as presented
in Table II.

5.3. Understanding the CIA approach

Before we dive into the performance of the network and compare it to baselines in the
next section, we first want to show what is happening in the network at run time, and
why we think this is useful for the problem at hand.

The main issue in our context classification problem is that the data that we can ob-
serve, namely the event blocks with key-logging information, is very sparse and noisy.
Since we focus on window titles and typed keys there is not much data that can be
used. A window title only contains a couple of words, and these are not necessarily re-
lated to the content of the window. Typed keys may include more words, that however
could be expressed in the wrong language, or contain typing errors and corrections,
resulting in incomplete or erroneous data. An example event block is presented in Ta-
ble III. The network approach allows the expansion of the sparse observed data with
information that is associated with the observed input. For example, a single recog-
nized entity such as ‘Australia’ in event block 42 is likely to occur in some document
about Australia. By activating the Autralia related documents, other entities such as
‘Perth’ and ‘Rottnest Island’ are activated, and activation of Australia-related topics is
enhanced. This increases the likelihood that the correct label ‘Perth’ is assigned.

Not only is the data that we observe sparse, the data is represented by different
types of features (i.e. the nodes) such as topics, entities, location and time information.
It is important that the number of features for a type does not influence the result. For
example, in the LDA model we have 50 features, while for the entity model we might
have many more. The entity features should not outweigh the topic features, simply
because there are more of them. In the network, features that are not activated have
little impact on the overall activation. Thus during activation it does not matter that
there are more entity features than topic features, since most entity features will not
be observed and not activated.
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Table Ill. Example Event Block, backspaces, key combinations and mouse activity are rep-
resented as (additional) spaces

id 42

time 20120919T'133339573

app WINWORD

window title

typed keys Australia is a cp ountry that a country knkw with a number of

a c0 country know n for its con untless natural wonders va and
a one among thr mos e amoin ng the top tpurist destinatioop
n ns that the tourust visiti. s wa o scemo nic beauty. It Austrai
1 West Australia o Perh the th isth ca Australia consists of
many beaitif utiful cities

(web-) domain
(mouseover-) Close Documentl - Microsoft Word Documentl - Microsoft
caption Word

An important aspect in activating the network is the decay parameter. This param-
eter ensures that past information is not immediately forgotten. For context classifica-
tion this is useful, because typically there is a dependency between one event block and
the next, when the knowledge worker is working on the same task. The effect of decay
is especially clear when the network is run for few iterations. The iterations help to
smooth the boundaries between event blocks (Figure 6), because history-information
is taken into account. When the network is run for 100 iterations the boundaries be-
tween event blocks are more clear (Figure 7) because in that case the focus is on the
evidence from the current event block instead of the history. Both figures show that
the Healthy Living and Stress labels are in competition with each other.

5.4. Results

In this section we analyse the model in terms of its classification performance of the
event blocks. We start with a comparison of the proposed network, CIA, to existing
approaches k-NN and Naive Bayes. Then we analyse the effect on performance of each
of the context information types. We continue with a comparison of the network to
one that is built on the fly and that can do real-time context identification. We end
with the analysis of the influence of language on the performance of the model, since
non-English knowledge workers often use a mixture of languages.

Table IV. Comparison of the CIA model to k-NN and
Naive Bayes baselines

Method Avg Accuracy
a. CIA using LDA 64.85%
b. CIA using Term Extraction 61.56%
c. k-NN with k =1 55.83%
d. k-NN using LDA with &k = 1 59.75%
e. Naive Bayes 48.32%
f. Naive Bayes using LDA 60.49%
g. Majority Baseline 25.30%

5.4.1. Accuracy of the CIA-model. In Table IV we present the accuracy of our CIA model
with LDA topic recognition (a). These results are the average over the 25 participants
over 25 runs per participant. The need to compare multiple runs per participant stems
from the random nature of the LDA model (We will elaborate on this in Section 6). We
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cannot conclude from one run that this is a representative outcome of the model, so we
average over multiple runs.

In addition we provide results for a CIA model where the topics are based on term
extraction rather than the LDA topic model (b). In this setting the topic model consists
of unigrams, bigrams and trigrams that are extracted using the method described in
Verberne et al. [2013]. For each of the document folders (the projects of interest) that
consist of 1 Wikipedia document each, we extract the top 1000 terms after which stop-
word unigrams are removed. The importance of a term is determined by comparing
its frequency against its frequency in a corpus of general English (Corpus of Contem-
porary American English), after which hapaxes and partial terms (i.e. unigrams or
bigrams that are part of another bigram or trigram in the list) are removed. In effect,
each project category contains 548 salient terms on average . Examples of extracted
terms are “world health organization”, “posttraumatic stress”, “american citizen”, and
“dementia”. The 8 lists of salient terms are pooled together, resulting in a list of 4206
terms. These are used as nodes in the network, with the connection strengths as moti-
vated in Table 1.

The remaining results in Table IV are obtained using Weka and are used as base-
lines to compare CIA to. Results c. and d. originate from a k-NN classifier, with &k = 1
(optimal k) and e. and f. originate from a Naive Bayes classifier. The results for these
methods have been obtained using 10 fold cross-validation on the event-block data.
This means that 90% of the event-block data was used for training and 10% for evalu-
ations, so the type of training data is different from the training data of the CIA model.
The CIA model does not need examples of labelled event block data. Baselines c. and
e. receive the same raw input as the CIA model receives during run-time (e.g. window
title, typed keys, caption, url), but without the additional pre-processing that CIA uses
for topic and entity determination. The k-NN and Naive Bayes classifiers are, however,
provided with vector representations of the full content of the document if there was a
reference to a document in the event block as additional features. This is common for
current approaches to context identification [Cheyer et al. 2005; Stumpf et al. 2005;
Granitzer et al. 2009; Devaurs et al. 2012]. Baselines d. and f. were obtained by addi-
tional feature extraction using LDA topic recognition and entity extraction using the
Stanford entity recognizer. This results in the same feature set that is used in the CIA
model on the context level.

Table IV shows that the CIA network with LDA (a) has an increased performance
over both k-NN (c¢,d) and Naive Bayes (e,f). The difference is significant in a 2-tailed t-
test with P < 0.001 regardless of whether the improved feature extraction was used or
not. The feature extraction using LDA and entity extraction does improve the quality
of k-NN and Naive Bayes classifiers. The contextual IA model with term extraction (b)
is significantly better than Naive Bayes (e), P < 0.001, but not better than k-NN (c,d)
or Naive Bayes with LDA modelling (f), P >= 0.381. There is no significant difference
between the CIA model with LDA and with term extraction.

Between the runs with the LDA model (a) there was an average spread of 10.46 per-
cent point in accuracy over participants (average minimum 59.37%, average maximum
69.84%). This means that depending on the specific LDA model that is used, there can
be a large difference in performance of the model, even when it is trained on the same
data each initialization. This variation also occurs in the k-NN and Naive Bayes runs
with LDA as feature selector (d and f). A possible explanation could be that this vari-
ation in performance is a result of the size of our corpus (only 8 documents), however
results with larger corpora (either 4582 documents — all websites that were observed
during the entire experiment — or 6561 documents — the 8 Wikipedia including their
outlinks respectively) showed just as much performance variation. A repeated mea-
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sures analysis where each run is seen as a measurement for a participant showed that
the variation between runs was not significant (P = 0.344 in CIA).

Table V. Precision, Recall and F1-measure for CIA with LDA and the best k-NN and Naive Bayes baseline runs.

Run Precision Recall F1-score

CIA k-NN NB CIA k-NN NB CIA k-NN NB
Einstein 0.32 0.36 0.12 | 0.44 0.27 0.32 | 0.37 0.30 0.17
Privacy 0.57 0.66 0.55 | 0.73 0.58 0.62 | 0.64 0.61 0.60
Information Overload | 0.07 0.27 0.06 | 0.47 0.28 0.34 | 0.12 0.27 0.10
Roadtrip 0.70 0.69 0.63 | 0.49 0.60 0.60 | 0.57 0.64 0.61
Healthy Living 0.66 0.60 0.50 | 0.62 0.54 0.57 | 0.64 0.57 0.53
Perth 0.80 0.73 0.72 | 0.78 0.73 0.69 | 0.79 0.74 0.71
Stress 0.67 0.66 0.59 | 0.71 0.63 0.61 | 0.69 0.64 0.60
Napoleon 0.87 0.67 0.67 | 0.76 0.59 0.61 | 0.81 0.63 0.63
Average | 0.58 0.58 0.48 | 0.63 0.53 0.55 | 0.58 0.55 0.49

When we look at the precision and recall values for the various classes, it is clear
that some classes are more easily recognized than others. Perth and Roadtrip have
high precision regardless of the classification approach, while Einstein and Informa-
tion Overload have low precision. One explanation for this finding is the type of assign-
ment that Einstein and Information Overload originate from. Both topics were short
questions asked via e-mail during the experiment to distract the user rather than the
assignment to write a report or prepare a presentation. Because these assignments
were smaller tasks, they occur much less often in the data. Napoleon has a remark-
ably high precision in CIA, compared to k-NN and Naive Bayes. Overall CIA seems to
have a little higher recall compared to k-NN and Naive Bayes. k-NN tends to have a
higher precision than recall.

5.4.2. Effect of personal working style. The CIA approach (using LDA or term extraction)
gave the best accuracy in context identification for 84% of the participants. For the
remaining participants, Naive Bayes using LDA was the best approach. This shows
that CIA is a robust approach that is not influenced much by personal working style,
which is in contrast to the findings by Koldijk et al. [2012]

When we analyse the results of one of the participants for which both CIA using LDA
performs well (participant 8, average accuracy 78.54%) and for which CIA performs
poorly (participant 4, average accuracy 44.60%) there seem to be a few characteristics
of the data that may have played a role. First of all, the participant 4 has fewer event
blocks than participant 8 (123 compared to 475), meaning that the avarage duration of
the event blocks was longer. However, we have found no significant Pearson correlation
between the number of event blocks and the accuracy when we take all participants
into account.

Second, participant 8 seems to be a copy-cat; he pasted text (copied from a web page
to a document for example) in 20% of his event blocks, while participant 4 only did
this for 5% of his event blocks. Since copied text is captured in the caption-data of the
event-blocks this may have given the network a richer input compared to typed text.
The typed text contains all keystrokes, including all typos and backspaces in case of
corrections. It does not contain the resulting correct word, since it is not corrected for
typing or spelling errors, which makes it a very noisy data source. Finally, the human
annotators rated the confidence in their subject labels for participant 4 on average
3.97 on a 5 point scale with 5 being completely certain, while the annotators rated
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their confidence in labels for participant 8 on average 4.75. This suggests that the
data for participant 4 might have been more ambiguous or unclear in general.

Another explanation is found in the majority class of the data for the participants.
For participant 4, the majority class is Healthy Living, which comprises 38% of his
data. For participant 8 the majority class is Perth which is 37% of his data. Since
the precision for the class Perth is in general higher (0.8) than that of Healthy Living
(0.65), it is likely that participant 8 will have more correct predictions than participant
4.

5.4.3. Influence of language. Two of the participants (participant 1 and 7) wrote their re-
ports in Dutch, so we expected that their performance would increase when we trained
the LDA model on Dutch equivalents of the English Wikipedia pages. Unfortunately
we did not have a Dutch model for the named entity recognizer. However, because of
the similarities between Dutch and English, some of the important entities (Perth,
Napoleon) could still be found. Figure 8 shows the results.
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Participant

Fig. 8. Influence of language on which the LDA is trained for participants 1-10. The majority baseline for
the participant is represented with X. For participants 1 and 2 the majority baseline is < 0.26 and hence not
in the figure.

First of all it is interesting to see that the participants writing in Dutch do not stand
out in terms of accuracy compared to the other participants. Surprisingly, the use of
a Dutch LDA model lead did not have much effect on the accuracy for participant
7 (76.04% for Dutch compared to 76.59% for English). For participant 1 it lead as
expected to an increase in accuracy (62.15% for Dutch compared to 55.60% for English).
In total there were 4 participants that benefited from the Dutch model. There are
several possible explanations why 3 of these participants benefited from the Dutch
model even though they did not write their reports in English. The first explanation
is that the documents in the Dutch corpus are not word by word translation of their
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English equivalents, so the actual information in the Dutch corpus might be different
from the information in the English corpus. In general the Dutch corpus is a bit more
sparse than the English, because the documents are shorter. It may well be that the
English corpus contains more irrelevant topics. Another possible explanation can be
that users, even though they wrote their reports in English, visited Dutch web-pages
or issued their queries in Dutch. This may have been a side-effect of the fact that the
homepage of the browser during the experiment was http:/www.google.nl rather than
http://www.google.com

Since the participants might have used a mix of both Dutch and English (the ‘Mixed
LDA model’ in Figure 8), we used an LDA trained on both corpora as well. In general
this approach performed worse then using an English model, but slightly better than
using the Dutch model. This is most likely because the model finds separate Dutch and
English topics, but still has a maximum of 50 topics, so compared to the models for 1
language, this model will have less fine grained topics. The mixed approach seems to
have a preference for English topics.

5.4.4. Influence of information type. One of our research questions was RQ3: ‘What infor-
mation is required for successful classification?”. For that reason we have run the net-
work in several variants where we leave out either location-nodes, time-nodes, entity-
nodes or topic-nodes. This provides insight in which elements are necessary for context
identification and which are not so important.
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Fig. 9. Influence of information types on performance Fig. 10. Influence of information types on the net-
of network with LDA work with term extraction

The average performance of the various combinations of node-types is presented in
Figure 9. We see that a network with only entity nodes yields an average accuracy of
40.49%. However, only considering topic nodes, the network already has an average
accuracy of 62.91% (significant improvement over just entities; P < 0.001). There is a
slight but significant improvement (P = 0.013) to an average accuracy of 64.85% when
adding the location, entity and time nodes compared to just topic nodes. The influence
of time in the network is minimal.

Figure 10 shows the effect of using the term extraction instead of the LDA model.
Again there are significant differences between the various information type combi-
nation, but now we see that a network with only term extraction gives an average
accuracy of 58.96%. Again, the full network (terms, entities, locations and time) out-
performs a network with just entities, or just topics (P < 0.001).
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In both cases we see that the performance of the network is largely determined by
the topic features. However, adding other information types can increase performance.
Overall, time and location have little impact on the results. This is caused by the
limitations of the data. We cannot estimate the influence of the time nodes realistically
since each participant executed all their tasks on one day, so it will have little or no
impact. Furthermore, our project-directories for training are only mock-ups and do not
occur in the event-stream data, so no identification nodes can be activated based on
location only, even though location is most likely strong indicator of a certain context
in a realistic scenario.

5.4.5. Contextual IA model on the fly. In the previous sections we initialized the model
with all the event data after which we have run the network to determine the accuracy
in context detection. This is consistent with our application idea where we present the
user with an overview at the end of his day of how he spent his time that day.

We can, however, imagine a scenario in which we want to inform the user about his
detected context immediately (for example for recommending relevant documents) as
would be the case in our ‘working in context’ use case. Real-time context detection could
be used to categorize information objects at creation time, or to get feedback from the
user about detection accuracy which can be used to improve the network, or to filter
out incoming information that is irrelevant for the current context and therefore might
distract the user.

In this section we show the performance of the model when run on the fly. The ini-
tial training phase then only consists of training the LDA model and making connec-
tions between identification nodes and the entities and topics that are relevant for
the identification nodes. All other nodes and connections such as visited websites will
be created on the fly (i.e. real-time). Note, however, that no additional connections
to the context identification nodes are made, so even though the events are labelled,
we do not use this information. The on-the-fly addition of the events to the network,
only increases the number of associations that are made between context nodes and
document nodes, and document to document connections. The real-time accuracy (pre-
sented stream-data of 0% ) is presented in Figure 11. The figure also shows the delayed
real-time performance (presented stream-data bigger than 0%). Thus, the accuracy of
context prediction when the network has seen part of the event data already. For ex-
ample, the system would start real-time prediction only after it has seen 10% of the
data (about 18 minutes of data) compared to starting real-time prediction immediately
(i.e. cold start). When the knowledge worker has been using CIA for a longer period of
time, this can be seen as a delayed start of real-time prediction

The results show that as expected the real-time performance is significantly lower
than when the model is built based on all event data (P < 0.001). This is because
the model starts with hardly any associations in its network. With few associations,
the expansion behaviour of the network using the activation function is ineffective.
Real-time performance (47.09% averaged accuracy) is equal to the non real-time Naive
Bayes baseline (P = 1.000) but worse than non real-time k-NN (P = 0.001). These
baselines are an unfair comparison, however, as they are not real-time and moreover
trained on 90% of the event-blocks data, whereas CIA uses no labelled event-blocks
at all. k-NN and Naive Bayes would have 0% accuracy in a real-time setting as they
require labelled event-block examples beforehand. Reducing the number of training
examples for k-NN and Naive Bayes reduces their performance, while running the
network with a delay (i.e. presenting some data to it before running) increases the
network’s performance. Thus overall, the network has a clear advantage in a real-time
setting or when little data is available beforehand.
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Fig. 11. Accuracy of the network with partial information presented to the model (0% represents real-time
performance).

6. DISCUSSION

In this paper we presented a descriptive model for the knowledge worker’s context
(RQ1). The model requires the notion of a knowledge worker, resources and a possible
interaction between them. Primarily the knowledge worker is engaged with a task (the
knowledge worker context) and the user can be distracted or helped by interaction with
resources.

The implementation of a partial version of this descriptive model, CIA, has two main
advantages. The first is that it needs very little labelled data to be used for context
recognition and identification (RQ2). Instead of labelled event blocks, it uses one rep-
resentative document for each context that needs to be identified. In the experiment
we used one document per context identification tag, which was already sufficient for
the task of context identification. This equals 8 labelled documents in total for the 8
context, compared to the 8474 event blocks (90% of all available event blocks) that
need to be labelled for the k-NN and Naive Bayes baselines, which is a reduction of
99% in labelling effort.

The addition of more relevant documents might improve the confidence of the con-
nections that are being made, although this is likely to be dependent on the quality
and topics in the documents. Furthermore it could be beneficial to look into the usage
of documents written or saved by the user as training examples. These provide insight
in the focus of the user, which may help personalize the context identification further.

A second advantage of the model is that it can expand sparse input data coming
from a key logger to something more meaningful in terms of 4 types of information;
locations, topics, entities and time. These are the types of information required for
successful classification (RQ3). This form of expansion can also be meaningful when
the input is not sparse, for example when there is direct access to the text the user is
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viewing, especially since it incorporates metadata such as location and time. The model
can make relations between the information types using the document layer. Because
the model does not map input to identification directly, it can use the information
on the intermediate levels as well. This makes it possible to support the knowledge
worker in several ways using a single model for his context. An example is by context-
aware document recommendation which we will validate in future work.

CIA is effective in classifying the user’s context and has an average accuracy of
64.85% (RQ4).The main disadvantage of the model is that, when used with an LDA
model for topic extraction, the accuracy shows a lot of variation due to the non-
deterministic nature of the LDA output. The improved k-NN and Naive Bayes base-
lines with LDA extraction suffered from the same disadvantage.

6.1. Limitations

There are some limitations in our method of evaluation. First of all, even though time
and location did not contribute to the performance of the model, we can not conclude
that time and location are not important for context. This is because we expect that
time and location become important when data includes multiple days and repetition
of activities. In our data, which is collected during three hours on a single day, location
and time will have little to no impact. The results of the real-time and delayed real-
time performance also shows that more data in the network is better. This may indicate
that when continuing the network the next day, the performance could increase even
more. Especially when you consider that the presented results are only of 3 hours of
data. In future work we would like to investigate this by collecting data for multiple
days of work.

Secondly, we evaluate the model on context identification, since this allows us to
compare it to existing literature. However, this does not show the true purpose of the
model, which lies in the possibility to use the context information layer itself. For ex-
ample by using the activated context nodes as method to search or filter information.
In future work we plan to address this, as soon as we can collect a suitable dataset.

6.2. Future Work

For future work, there are still many characteristics of the model to explore. First, we
could use graph clustering techniques to see whether we can make the connections to
identification nodes without user input.

Second, a disadvantage of the model is that it can become very complex when it
has monitored a user for a while, because the number of nodes and connections in
the network increases. Scalabiliy becomes an issue with more data, especially when
inhibitory connections are considered. Therefore we need to investigate possibilities
to optimize and clean the model regularly to make sure that it runs efficiently. One
possibility is to clean up obsolete connections and nodes; elements that have little
added value in the network.

Furthermore, when labelled event-block data is available, we could optimize the
weights in the network in order to improve the classification accuracy.

Additionally we would like to get a more complete overview of the knowledge
worker’s day. This means that we would like to incorporate diary information, or GPS-
sensor information. This would help recognize that the user is in a meeting or that he
is travelling. One idea is to create sub-networks for different types of situations (phys-
ical activity, computer interactions, emotions, planned activities) and combine them in
a larger network.

Finally, although CIA is effective, it relies on a keylogger and other content data for
input. This has consequences in terms of the employability of the method in a industry
setting. In essence the event data is the most privacy sensitive, as this shows how often
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and how long certain pages are visited. This information, however, does not need to be
saved in the CIA network for it to run effectively. It is only used as activator. Without
the event data the information stored in the network is not more sensitive than the
saved documents on a user’s computer. We envision that CIA runs as a local appli-
cation on the user’s working device and data structures are kept local and password
protected. The output of the identification layer (after activation) can be considered
sensitive, but as it is aggregated to a project level (which the user can control) the
sensitivity is limited. If this data is accessible to the employer, it is important to ag-
gregate it over multiple users to further limit the sensitivity. Other privacy preserving
data mining techniques exist [Aggarwal and Philip 2008]. Future work should address
the effectiveness of CIA when using such privacy preserving data mining methods.

7. CONCLUSION

In this paper we presented a new descriptive model for the context of a knowledge
worker. The descriptive model was operationalized by an applied, cognitively plau-
sible approach to context recognition and identification, which is the main contribu-
tion of this paper. This applied approach was presented as the contextual IA model
(CTA-model), which is adapted from the Interactive Activation model by McClelland
and Rumelhart [1981]. The model was evaluated on human computer interaction data
that is representative of knowledge worker’s activities. In the task of context iden-
tification the model performs at least as well as, but in general better than, k-NN
and Naive Bayes baselines. Since the evaluation dataset is publicly available [Sappelli
et al. 2014Db], the current work can be used as a new baseline for context identification.
We summarize the advantages of CIA as follows:

(1) CIA is at least as good, but in general more successful in identifying the active
context than k-NN and Naive Bayes baselines

(2) CIA tremendously reduces the required labelling effort in comparison with k-NN
and Naive Bayes by using a form of transfer learning.

(3) CIA can deal with sparse and noisy inputs by making use of associations in the
network to expand the input to more meaningful elements.

(4) CIA is flexible in the type of information that is represented in the context infor-
mation layer, creating opportunities for many application areas.

(5) CIA is robust against differences in personal working style

The main disadvantage of CIA, is that the method for topic extraction used has a large
influence on the overall performance of the model.

In the introduction we identified two use cases for which we can use the CIA model.
For the proposed use case ‘user-context awareness’, where we provide the user with an
overview of how he spent his day, or how long he spent on each activity, an average
of 64.85% accuracy may not be sufficiently accurate, even though it’s better than the
alternative method. However, especially in the case of hour tracking in a company
setting it would suffice to find estimates of longer time periods (e.g. hours). This would
be an easier task than to find the correct label for each sparse event block of a few
seconds separately.

For the ‘working in context’ use case, the identification needs to be more precise.
This means that the accuracy needs to be improved. For this use case though, the
context information layer and document layer could be used directly to filter informa-
tion without the need of identifying the context first. We will explore this in ongoing
research.

In future work we will evaluate the CIA-model on a real-time context-aware infor-
mation delivery task (contextual support). In addition we will work on methods for
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automated context discovery. This would make the model more flexible, as it would
create the possibility to remove and add new contexts to be identified on the fly.
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